
Abstract. This paper provides an overview of recent
progress on some fundamental questions in chemical
reactivity. The following issues are emphasized: (1) the
choice of electronic structure level for dynamics study;
(2) Diels-Alder reactions; (3) combined molecular orbit-
al/molecular mechanics methods; (4) solvent e�ects; (5)
SN2 reactions; (6) dynamics simulations; (7) proton-
transfer reactions; and (8) femtochemistry.
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1 Introduction

First of all I wish to emphasize the word ``some'' in the
title. Of course, the selection is subjective, consequently,
many questions and important contributions are going
to be left out in this overview. I apologize in advance.

At present, one of the most interesting phenomena in
the scenario of chemical reactivity is the ``boom'' of fe-
mtochemistry. By means of pump-probe delayed ultra-
fast laser pulses molecular dynamics may be followed in
real time [1]. These experimental achievements have
pushed theoretical studies to place greater emphasis on
dynamics, which is the appropriate perspective in
chemical reactivity. Nowadays, a large amount of clas-
sical, semiclassical and quantum dynamics studies are
going on. Transition-state theory itself may be viewed as
local dynamics at the dynamical bottleneck [2].

Although most femtochemistry studies deal with ex-
cited-state processes, ground-state processes have been
studied as well. One of the most promising techniques is
the direct observation of transition states in anion pho-
todetachment spectra [3]. In this context it must be
remarked that the de®nition of the transition state is
broader than the usual one. It means the full family of
con®gurations through which the reacting particles
evolve en route from reagents to products [4, 5]. The
variational theory of reaction rates further extends the
range of transition state of interest and quantum con-

siderations extend the range yet further. When one
speaks about the direct observation of the transition
state, the notion itself of transition state must be revis-
ited. I shall mention, as an example, the transition-state
spectroscopy of cyclooctatetraene [6]. The photoelectron
spectrum of the planar cyclooctatetraene radical anion
shows transitions to two electronic states. These states
correspond to the D4h

1A1g state, which is the transition
state for ring inversion, and the D8h

3A2u. The transition
state for bond shifting in cyclooctatetraene is planar
with D8h symmetry, but it is a singlet that it is not
observed directly in the photoelectron spectrum. By the
way, the D8h

1A1g transition state of bond alternation lies
well below the triplet, in a violation of Hund's rule.

The general problem, however, of direct inversion of
the experimental spectra into a potential surface is in-
tractable [7]. Consequently there is room for quantum
chemistry in the study of chemical reactivity.

The ®rst question is at what level ab initio calcula-
tions must be done in order to yield continuous potential
energy surfaces with the same level of accuracy in the
di�erent regions. It is very well known that a single de-
terminant wave function is not able to properly describe
the dissociation of a molecule into atoms or fragments
[8]. A similar di�culty is found in describing singlet
diradical intermediates. One may question whether sin-
gle reference methods, despite their success at equilibri-
um geometries, describe the transition-state region with
the same accuracy. The reason is that in this region one
deals with a general occurrence of near degeneracies of
the electronic states. This is very clear in symmetry-
forbidden reactions. In a hypothetical mechanism where
the di�erent planes of symmetry are conserved, the
electronic-state diagram for the formation of cyclobu-
tene from two ethylenes is presented in Fig. 1a. An
avoiding crossing occurs in the transition state. At least,
two con®gurations must be taken into account to des-
cribe properly the transition state. Of course this is a
particular situation, but in some way may be generalized
from the analysis of adiabatic surfaces into diabatic
ones. The transition state appears as an avoiding
crossing between two states with the electronic patterns
of reagents and products (Fig. 1b). There is no unique
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correspondence between valence-bond states and con-
®gurations in molecular orbital models. Nevertheless,
the question of whether a monoreference wave function
describes the transition states at the same level of accu-
racy as the reagents is open. The non-dynamical as well
as dynamical electron correlation must be taken into
account in order to get accurate values of the potential
energy barrier. Furthermore, without introducing the
correlation energy not only the potential barrier may
not be accurately reproduced but the topology of the
potential surface may be completely wrong.

A theoretical model, however, must adequately bal-
ance accuracy and feasibility. Siegbahn [9] distinguishes
three periods in computational quantum chemistry. A
semiempirical period starting in the 1950s, an ab initio
one starting in the 1960s and the age of pragmatism
starting in the 1980s. The G2 theory developed by Pople
is a representative example of this new pragmatism [10,
11]. The computational power, however, is the practical
bottleneck in the study of large chemical systems. For a
long time, the MP2 method was the state-of-the-art for
this kind of system, but nowadays density functional
methods, in particular the hybrid B3LYP method [12±
14], is taking over this role. The ``boom'' of density
functional theory is probably the main phenomenon that
is going on in computational chemistry. This became
clear at the most recent meeting on quantum chemistry
at Atlanta. As a matter of fact in two recent versions of
modi®ed G2, the MP2 method is replaced by B3LYP,
in the geometry optimization and vibrational frequency
calculations [15, 16].

The evolution of variational transition state theory
has followed a similar process. In the interpolated vari-
ational transition state theory, high-level ab initio
calculations are carried out at a few points along the
reaction path and then all the reaction path information

needed in the reaction rate calculation is interpolated
based on the data at these points [17]. The next step is a
dual-level direct dynamics method. Two levels of elec-
tronic structure are used: a ``low-level'' that is used at a
large number of geometries along the MEP and a ``high-
level'' which is required only at a few selected points.
Instead of interpolating the reaction-path information
directly, the corrections to the low-level values along the
reaction path are interpolated based on the corrections
at the selected points where high-level ab initio calcula-
tions have been carried out [18, 19]. Other improvements
of the model are the use of curvilinear internal coordi-
nates in vibrational frequencies [20] and the use of other
more practical reaction coordinates than the MEP [21].

In the perspective of the pragmatic age with the main
goal being to approach real systems, theoretical chemists
have become aware that the environment must be taken
into account in their studies on chemical reactivity. In
the laboratory reactions take place normally in solution.
Furthermore, frequently we are interested in enzymatic
processes or heterogeneous catalysis. In this context
where the solvent, the proteinic environment or the
metallic surface must be considered, the ``boom'' of
hybrid quantum mechanical and molecular mechanical
(QM/MM) methods is the most interesting phenome-
non. An excellent review of these methods may be found
in Ref. [22]. In order to get free energy pro®les by means
of the free energy perturbation method, it must be
stressed that the most critical point in many applications
is not the accuracy of the potential energy function but
the sampling issue [23]. This is especially true in the
transition-state region when a geometric mapping
method is used and solvent coordinates are an important
part of the reaction coordinate itself. This problem arises
from the fact that the geometric-mapping approach does
not correctly sample the relevant solvent coordinates
[24]. The solvent ¯uctuations de®ning the transition state
will only be reached in a very long simulation.

At present, the question is not continuum vs. discrete
models of the solvent. Continuum as well as QM/MM
methods take into account the electronic and the nuclear
relaxation of the solute in solution, although at a very
di�erent computational price. There is a complement-
arity between both methods. The real question is em-
pirical vs. ab initio approaches. In continuum models as
well as in standard Monte Carlo or molecular dynamics
simulations empirical parameters are used. On the other
hand, in ab initio molecular dynamics [25, 26] one uses
interatomic forces computed directly from the electronic
structure rather than requiring an empirical interaction
potential as input. The choice of one or the other option
is a question of mentality and the goal of the simulations.

Three typical reactions: Diels-Alder, SN2 and proton-
transfer processes have been chosen in order to illustrate
the above mentioned questions.

2 Diels-Alder reaction

2.1 Mechanism

The concerted mechanism of the reaction is supported
traditionally by the aromatic character of the transition

Fig. 1 a Electronic-state diagram for the formation of cyclobutene.
b Adiabatic (........) and diabatic (ÐÐ) pro®les for a general
reaction
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state. Recently, this point has been analysed from two
di�erent approaches. Herges and coworkers [27] apply
magnetic properties as criteria to investigate the nature
of the transition state, since aromatic compounds exhibit
exalted diamagnetic susceptibilities. Although magnetic
properties of the transition state cannot be measured
experimentally, they can be computed conveniently.
The magnetic susceptibility reaches its maximum in
the region of the transition state for the Diels-Alder
reaction. It indicates pronounced current e�ects, char-
acteristic of cyclic electron delocalization and in conse-
quence the Diels-Alder reaction may be catalysed by a
magnetic ®eld. In the second approach, within the
valence-bond scheme, Bernardi and coworkers [28] have
computed the delocalization energy in the transition
states of allowed (2ps + 4ps) and forbidden (2ps + 2ps)
cycloadditions. In their procedure a correlated com-
plete-active-space self-consistent-®eld (CASSCF) wave
function is rigorously transformed to a valence-
bond space. The delocalization energies are )69.3 and
)20.5 kcal/mol, respectively, leading to a smaller barrier
for the Diels-Alder reaction than for the dimerization of
ethylene. From the analysis of the di�erent components,
it is shown that 1,4 interactions, which can be related to
Dewar structures, have an important stabilizing e�ect on
the energy of the Diels-Alder transition state.

In spite of the favourable aromatic character in the
concerted transition state, theorists have studied the
mechanism of the parent Diels-Alder reaction at all
feasible levels and have debated whether it has a con-
certed pericyclic or a stepwise mechanism, involving
a diradical intermediate [29±32]. It is not easy at all
to reproduce the potential energy barrier di�erence
between both mechanisms, since both dynamical and
non-dynamical correlation energy must be included in
a balanced way, in order to obtain accurate relative
energies of closed-shell and open-shell species.

In Table 1 the activation energy and the di�erence in
activation energies of both mechanisms are presented at
di�erent levels of calculation using the 6-31G* basis set.
CASSCF, which does not include dynamic electron
correlation, yields a much higher barrier than
QCISD(T), which does, and this illustrates the impor-
tance of including dynamic electron correlation for
barrier heights. This aspect is more important in the
concerted than in the diradical mechanism. In conclu-
sion, CASSCF overestimates the stability of diradical
species relative to closed-shell ones [33]. On the other
hand, QCISD(T) seems not to describe correctly the
non-dynamical electron correlation of diradical species.
The B3LYP method supplies an activation energy
comparable to QCISD(T)//CASSCF results and the best

activation di�erence, especially after spin correction.
The B3LYP method is capable of providing relatively
economical direct comparisons of concerted and step-
wise mechanisms. Furthermore, for the Diels-Alder re-
action B3LYP works better than the MP2 method. At
least the third-order (MP3) level is required to get ac-
ceptable activation energies.

Comparisons between theoretical and experimental
secondary kinetic isotope e�ects [30±32, 34, 35] support
a concerted and a synchronous mechanism for the par-
ent reaction. Recently, the ®rst femtosecond real-time
study of the retro-Diels-Alder reaction of norbornene
and norbornadiene, which are respectively products of
the cycloaddition of cyclopendatiene with ethylene and
acetylene, was carried out [36]. The results suggest that
both channels are present. In both routes stereochemical
retention is a consequence of the femtosecond CAC
bond dynamical time scale. Unfortunately, there are no
theoretical dynamic studies on the Diels-Alder reaction
which allow one to interpret these femtosecond results.

2.2 Reactions with substituents

From a methodological point of view, an interesting
recent development is transition-state modelling with
empirical force ®elds [37, 38], where QM/MM calcula-
tions are combined. The simplest application of this
methodology involves the use of a rigid transition state
in the model system while the substituents are optimized
at the MM level. A more sophisticated approach
involves the use of a ¯exible transition-state model. In
this case, the positions of all atoms are optimized. It
requires the development of new MM parameters to
describe the bond breaking/forming process.

Another original approach has been introduced by
Froese et al. [39, 40] and Svensson et al. [41] for the
study of Diels-Alder reactions with substituents. In the
study of a large system, one faces the dilemma of
studying the real system at a relatively low level of the-
ory or studying a model system at a high level of accu-
racy. In the integrated MO+MO (IMOMO) model the
total energy is approached by the expression [39, 40]:

E � E(high,model)� fE(low,real)ÿ E(low,model)g.
The model system is calculated at the G2 level, where
corrections coming from high-level electron correlation
and from large basis sets are included, while the
di�erence in energy between the real and the model
system is evaluated at a lower level. In a more sophis-
ticated method, a multilayered integrated MO+MM
method (ONIOM) [41], the active region, ®rst layer, is

Table 1. Activation energy �DEz� and di�erence in activation energy �DDEz� (in kcal/mol) between concerted and stepwise mechanisms in
the Diels-Alder parent reaction, using the 6-31G* basis set

Exp. RHF MP2 CASSCF QCISD/T)// CASSCF B3LYP

�DEz� 27.5a 47.4a 20.0a 47.4a 29.1a 24.8a

�DDEz� 2±7b 1.9b 10b 8.8(3.4)a

a From Ref. [31]. Energies in parentheses are after spin correction.
b From Ref. [28.]
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studied at a high level, the semi-active region, second
layer, at a medium level and the non-active region, third
layer, at a low level, frequently by means of MM. The
small, the intermediate and the real systems are consid-
ered in a similar way to that in the previous method. By
means of a code that combines the di�erent gradients
developed in a previous work [42], the stationary points
of the real system are obtained. In particular, the
IMOMO method allows inclusion of the e�ects of
extended basis sets and higher-order electron correlation
on bond energies by treating only a capped subsystem of
a large molecule at a high level, and integrating this with
a lower-level calculation on the entire system [43, 44].

The most frequent strategy, however, is to handle the
whole system at the Hartree-Fock (HF), MP2 or B3LYP
levels. The stereoselectivity, the regioselectivity and the
diastereofacial selectivity are generally well reproduced
in theoretical calculations at di�erent levels. Neverthe-
less, to reproduce the endo-/exo-selectivity, at least HF/
6-31G* calculations are required [45, 46]. The cause of
the endo-selectivity is an open question. Frequently it
has been explained by secondary interactions. For in-
stance, in the addition of cyclopropene to butadiene, the
endo-transition structure is stabilized due to the sec-
ondary interaction between a hydrogen atom of the
cyclopropene and the p-bond of the butadiene [47, 48].

About the mechanism of unsymmetrical dienes or
dienophiles, ab initio calculations predict normally
concerted non-synchronous mechanisms. The degree of
asymmetry increases with the nucleophilic or electrophilic
character of the diene and the dienophile, respectively
[49]. For the 1,1-diamino-butadiene to 1,1-dicyano-
ethylene reaction, a zwitterionic intermediate has been
located when the solvent is included via the SCRF
method [49]. On the other hand, a diradical mechanism
has been proposed, using the B3LYP method, for the
reaction between protoanemonics and butadiene which is
in good agreement with experimental results [50].

Finally, I wish to present an example where the
mechanism depends on the level of ab initio calculations.
It is a Lewis-acid-catalysed Diels-Alder reaction. Given
that the reaction is studied using a supermolecule ap-
proach, the same methodology as for the substituted
reactions is used. The reaction between butadiene and
acrolein BF3 coordinated by acrolein leads to a (2+4)
process at the SCF level, but to a normal (4+2) process
at the MP2 one, using the same 6-31G* basis set in both
calculations [51]. This example shows the necessity of
including correlation energy not only to get accurate
quantitative results but also to get correct qualitative
conclusions. It is always dangerous to take geometries at
a low level to carry out calculations at higher levels of
theory. In Diels-Alder reactions, especially in the pres-
ence of heteroatoms, the inclusion of electron correla-
tion signi®cantly modi®es the geometries of the
stationary points obtained at the HF level [52].

2.3 Solvent e�ects

For a long time, Diels-Alder reactions were believed
to be insensitive to the solvent, due to their apolar

character. Nevertheless, in 1980 Rideout and Breslow
found out that their rates can be dramatically acceler-
ated in aqueous media [53]. Since then many studies
have been devoted to this topic. An excellent review may
be found in Ref. [54]. The reaction between cyclopenta-
diene and methyl acrylate has been studied using a
classical continuum model [46]. The main result is that
the geometry of the transition state and the reaction path
itself are modi®ed in solution. In particular, the asynch-
ronicity of the reaction is enhanced by the solvent
and the reaction coordinate becomes more asymmetric.
One result of continuum models is that the endo-/exo-
selectivity increases with the polar character of the
solvent, generally due to the higher dipole moment of
the endo-transition structure than the exo one [46, 54].
The polar character, however, of the transition-state
structure is not the key to the Diels-Alder acceleration in
aqueous solution. This is a big challenge for classical
continuum models that mainly focus on the electrostatic
term. This is why Cramer and Truhlar [55], Chambers
et al. [56] and Giesen et al. [57] have developed a new
continuum model, which takes into account explicitly
hydrophobic as well as hydrophilic e�ects.

Recently Furlani and Gao [58] carried out Monte
Carlo simulations to investigate the hydrophobic and
hydrogen-bonding e�ects on Diels-Alder reactions. Al-
though the solute geometries used are the ones deter-
mined in gas phase, the combined QM/MM potential
used accounts for the e�ects of solute electronic polar-
ization by the solvent. The results obtained for the
reaction of cyclopentadiene with methyl vinyl ketone
indicate that the hydrogen-bonding interaction and the
hydrophobic e�ects contribute equally to transition-
state stabilization. For the reaction of cyclopentadiene
with isoprene the stabilization energy of the transition
state is larger than in the previous case, and it is entirely
attributed to the hydrophobic e�ect. Anyway, these
®ndings indicate that hydrophobic e�ects play an
important role in the rate enhancement of Diels-Alder
reaction in aqueous solution.

3 SN2 Reaction

3.1 Energy pro®les

The SN2 is another prototype organic reaction. Fre-
quently a valence-bond approach has been used in its
study. The transition state on the adiabatic surface arises
from the avoiding crossing of two or more diabatic
states. In this reaction, however, the coupling term
between the diabatic states is large. Gas-phase identity
and non-identity SN2 reactions of halide anions and
methyl halides have been studied at various levels of
theory [59±62]. Despite the many theoretical and exper-
imental studies that have been concluded to date, gas-
phase barrier heights remain uncertain, and the values of
these barriers have been the subject of continuing
debate. It is accepted that the energy pro®le may be
represented by a double-well potential curve, symmetric
in identity and asymmetric in non-identity processes. Let
us consider the chloride-exchange reaction as an exam-

146



ple. It appears in Table 2 that G2+ supplies the most
reasonable values but, given the uncertainty of ``exper-
imental'' results obtained by interpreting experiments by
applying statistical theories, it is di�cult to assure that
non-dynamical electron correlation energy has been
taken into account properly in this monoreference
approach. The experimental data fall within the MP2
and B3LYP values, which appear to be the upper and
lower bounds, respectively.

The possibility of nucleophilic substitution reactions
with retention of con®guration has been studied as well
[63]. The minimum energy pathways for both back-side
and front-side SN2 reactions are found to involve the
same ion-molecule complex as a starting point, with the
front-side pathway becoming feasible at higher energies
(DH zcent � 237:8kJ/mol at the G2+ level). These results
suggest that the chloride exchange in CH3Cl, which has
been found in gas-phase experiments at high energies,
may be the ®rst example of a front-side SN2 reaction
with retention of con®guration at the saturated carbon.
The e�ect of a counterion in both pro®les has also been
studied [64]. In the transition state with retention of
con®guration the coordination of the metal cation is on
the same side of both entering and leaving halide ions
and the central carbon is essentially a methyl cation.
Therefore, the e�ect of the counterion is to decrease the
potential barrier. In contrast, the barrier increases in
the inversion process for two reasons. The ®rst one is the
strong distortion of the linear rearrangement of
the transition structure, to allow the coordination of the
metal cation with both halides. The second one arises
from the fact that the metal cation interacts with a more
delocalized negative charge at the transition state than
in the reagents. As a consequence, both mechanisms
become competitive.

Finally, let us present another example where the
topology of the potential surface changes when the
correlation energy is taken into account. The reaction
HS) + HS-SH ® HS-SH + HS) is an SN2 reaction at
the HF/6-31+G* level, while it is an addition-elimina-
tion process at the MP2/6-31+G* level [65, 66]. At the
MP2 level the symmetric structure is an intermediate,
while at the HF level it is a transition state.

3.2 Dynamics simulations

Dynamics simulations lead to a complex picture.
Classical and quasiclassical trajectory simulations have
been carried out on analytical potential surfaces derived
from high-level ab initio calculations [67±69], and with

semiempirical direct dynamics [70]. Non-statistical
e�ects observed in classical trajectory simulations have
been interpreted by means of a reaction path Hamilto-
nian analysis [71]. Finally, statistical rate theory calcu-
lations have supplied deep insight into these dynamical
results [72±74]. An initial ion-molecule complex is
formed with the energy non-statistically partitioned
between the vibrational and relative translational modes
of the two species. The crucial point is a weak coupling
between the low-frequency intermolecular modes and
the high-frequency intramolecular ones. As a conse-
quence of this slow energy redistribution, many colli-
sions rebound and the dissociation rate of the initial
intermolecular complex is very high. On the other hand,
for the same reason, the intramolecular complex may
remain trapped in the vicinity of the central barrier and
multiple crossing of this barrier may occur before the
trajectory form the products or returns to the reagents.
Due to this lack of statistical behaviour, the di�erent
statistical theoretical models are not able to explain the
experimental results of the rate versus temperature,
relative translational energy, methyl halide temperature
and isotopic substitutions [72±74]. Recently, by means of
a guided ion beam apparatus, the translational-energy
threshold for the chlorine-exchange reaction has been
found well above the previously reported potential
energy barrier, due to non-statistical dynamical con-
straints [75].

Hu and Truhlar, however, using the canonical uni®ed
statistical theory, have obtained a reasonable agreement
between theoretical previsions and experimental results
for the kinetic isotope e�ects of the reaction between the
chlorine anion and methylbromide [76]. On the other
hand, Craig and Brauman found that the observed
translational energy dependence is indistinguishable
from that predicted by the Rice-Ramsperger-Kassel-
Marcus theory for the reaction between the chlorine
anion and chloroacetonitrile [77]. This suggests that the
increased translational energy redistributes statistically
in the collision complex. Therefore, non-statistical
behaviour is not general to all gas-phase SN2 reaction
intermediates.

3.3 Solvent e�ects

The double-well energy pro®le of the chlorine-exchange
reaction becomes unimodal in aqueous solution. In a
way, it turns out to be easier to carry out molecular
dynamics simulations in solution than in gas phase. As a
matter of fact, most of the available solvent models have
been used and tested to study static and dynamic e�ects
of the solvent on this particular process, and have
become prototype reactions for this purpose. The free-
energy pro®les in solution have been evaluated with both
continuum and discrete solvent models. The solvent
e�ect on the activation free energy is mainly electrostas-
tic, and it is well reproduced in all the models. Two
aspects, the transmission coe�cient and the in¯uence of
solvent ¯uctuations on the process, have been speci®-
cally studied when considering the dynamic e�ects. The
transmission coe�cient at the top of the barrier has been

Table 2. Complexation energies of the ion-molecule complex
(DHcomp), overall barriers relative to reactants �DHzovr� and central
barriers �DHzcent� (in kJ/mol) for the reaction of Cl) with CH3Cl [57]

DHcomp �DHzovr� �DHzcent�
MP2/6-311+G(3df,2p) 43.8 20.7 64.6
G2+ 44.0 11.5 55.5
B3LYP/6-311+G(3df,2p) 40.7 )4.5 36.2
Exp. 51.0 � 8.4 4.2 � 4.2 55.2 � 8.4
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evaluated by means of stochastic treatments and molec-
ular-dynamics simulations. The question of whether the
reaction in solution is solvent-driven or solute-driven has
merited less attention and remains an open question.

All this work was carried out at the end of the 1980s
and at the beginning of the 1990s. Nowadays, this re-
search continues to be active in three ®elds: the study of
the reaction in supercritical water by means of molecu-
lar-dynamics simulations as well as continuum models
[78±83]; the study of microsolvated clusters, to ful®ll the
gap between gas phase and solution [84±86] and ®nally,
the use of continuum models for dealing with non-
equilibrium or dynamic e�ects [87±91]. It seems more
natural, however, to treat dynamical e�ects using mo-
lecular-dynamics simulations. This will be considered in
the next section, where the coupling between the solvent
¯uctuations and the proton-transfer process will be an-
alysed. At present this is a more lively topic.

4 Proton transfer reactions

4.1 Dynamics simulations

Proton-transfer processes as well as SN2 reactions may
be considered to be like inner-sphere-electron transfer
processes. Several classical and quasiclassical trajectory
simulations have been carried out on a variety of systems
in gas phase. Using ab initio direct dynamics, selected
reaction trajectories were calculated for the proton
transfer between the hydronium ion and ammonium
[92]. From ab initio ®tted surfaces by means of
quasiclassical trajectories the vibrational and rotational
states of products in the proton-transfer reaction
between the ¯uoride anion and hydrochloric acid have
been discussed [93]. The dynamics of clusters (H2O)nH

+

(n � 1,2,3,4) interacting with an NH3 molecule have
been studied by ®rst-principles Born-Oppenheimer
molecular dynamics (BOMD) simulations [94]. The
intramolecular proton transfer in the enol form of
acetylacetone is calculated based on classical and
Feynman path integral quantum transition-state theory,
the transmission coe�cient being obtained from activat-
ed dynamics for the classical system [95]. It is observed
that there are signi®cant di�erences between classical
and QM calculations caused mainly by the lack of
tunnelling e�ects in the former. The concerted proton
transfer in cyclic water and hydrogen ¯uoride clusters
[96], the intramolecular proton transfer in glycolate
anion [97], the intermolecular hydrogen transfer between
the trans-diazene and a hydrogen atom [19, 98] and
CAH bond activation reactions [99] have been evaluated
by means of the variational transition-state theory with
interpolated corrections and dual-level direct dynamics,
using various multidimensional semiclassical models of
tunnelling.

In order to examine the role of the solvent ¯uctua-
tions in the process, let us progress to studies of proton
transfer in solution. First of all, classical dynamic studies
will be mentioned. Quantum e�ects of the proton are
minimized by using deuterium instead of hydrogen.
By means of ab initio molecular-dynamics simulations

Tuckerman et al. have studied the proton transport in
water [100, 101]. Using the hybrid QM/MM method,
where the chemical system is evaluated by density
functional theory and the water molecules by MM with
the TIP3P potential, the proton (deuterium) transfer in
the H3O

ÿ
2 system has been studied [102]. The OAO

distance was ®xed at 2.9 AÊ and the proton was con-
strained to move along the line connecting the oxygen
atoms. Given the low activation barrier many reactive
events occur in the molecular-dynamics simulations. In
order to analyse the coupling of proton transfer with
solvent ¯uctuations, the solvent electric ®eld along the
OAO vector was calculated at the mid-point between the
oxygens. The average value at the initial well is 0.02 a.u.,
and that at the transition state is 0.00 a.u.. The ¯uctu-
ation of this electric ®eld is �0.01 a.u. both when the
position of the proton is constrained at the initial min-
imum and when it is constrained at the transition-state
structure. The large magnitude of the electric ®eld ¯uc-
tuations predicted by these simulations can account for
substantial modi®cations of the barrier. As a matter of
fact there is a clear correlation between the plots of the
proton position and the electric ®eld as functions of the
time elapsed in the simulation. The proton jump starts in
a favourable value of the solvent ¯uctuation. The solvent
electric ®eld follows the proton jump with a small delay.
After the transfer, the solvent starts to relax, and one
notes that frequently it is not completely equilibrated by
the time the next proton jump is produced. Many proton
jumps take place when the solvent electric ®eld is within
the ¯uctuations of the transition state. The OAO con-
straint may be avoided in two di�erent ways: by intro-
ducing an external harmonic ®eld [103, 104] or by
considering an intramolecular proton transfer. In this
case, the same authors have found that the proton jump
takes place when both the ¯uctuation of the solvent and
that of the heavy atoms are favourable.

As it has been mentioned previously the proton is a
light atom and must be handled with quantum dynam-
ics. Many authors [26, 105±119] have presented mixed
quantum-classical molecular dynamics (QCMD) meth-
ods, where the proton is treated by QM and the
remaining nuclei are treated classically. The hydrogen
atom moves on a potential dictated by the position of
the classical particles, including of course solvent mole-
cules, with a proper feedback of the quantum particles
on the classical forces. Some authors [120±122] have
emphasized that the solvent and the position of heavy
atoms de®ne the reaction coordinate, since they deter-
mine the energy pro®le for the delocalized description of
the proton. The proton wave function is localized in the
well of the reagents or of the products when the corre-
sponding potential energy well is clearly deeper than the
other. On the contrary, in the symmetric double well it is
delocalized in both wells when the ®rst vibrational level
is over the potential barrier or when the spilitting of low
vibrational levels is important, being the tunnelling de-
pendent on the gap between the two adiabatic states.

In particular, Bala et al. have studied proton transfer
in enzymes by means of a QCMD model [123]. Coupling
between the quantum proton and the classical atoms is
accomplished via extended Hellmann-Feynman forces.
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A parametrized empirical valence bond potential surface
®tted to reproduce ab initio results has been used. The
®rst step of a hydrolytic process catalysed by phospho-
lipase A2 has been studied. The proton transfer between
a water molecule and the imidazole of His47 may be
followed through the mean proton position of a one-
dimensional Gaussian wavepacket located initially in the
global energy minimum. The most amazing result is that
while in classical molecular dynamics the proton transfer
does not occur, a proton jump is observed in QCMD
simulations, showing the signi®cant contribution of
quantum e�ects. The jump of the proton occurs at a
moment where the electrostatic ®eld created by the
proteinic environment is high in the hydrogen atoms of
the water molecule. This suggests a mechanism similar to
that observed in polar solvents, where proton-transfer
processes occur towards prepared product states.

4.2 Femtochemistry

Intramolecular as well as intermolecular proton trans-
fers have been studied by femtochemistry [1, 124]. In
particular, proton transfers between an excited state of
phenol and ammonium clusters of di�erent size have
been explored [125±127]. The pump-laser pulse prepares
the wavepacket in the excited state, where the proton
transfer takes place. The probe pulse, after di�erent time
delays, allows detection of the increase of products and
the decrease of reagents by mass spectrometry due to
multiphoton ionization. The occurrence of the proton
transfers on the picosecond time scale was observed for
ammonia clusters over four molecules. Furthermore,
the decay is biexponential, the fast time response being
ascribed to the proton transfer and the slow time
response to solvent-cluster reorganization.

These fascinating experimental results have been in-
terpreted by the hypothesis of a high potential barrier
for the proton transfer in the ionized state. Nevertheless,
theoretical calculations at di�erent levels do not con®rm
this hypothesis at all [128, 129]. The proton transfer in
the ionized state implies meaningful geometric changes
not only in the region where proton transfer takes place
but also in the aromatic ring that moves to a quinoidal
structure after the process. It seems that the interpr-
etation of the experimental results requires a theoretical
dynamics study in order to follow the initial wavepacket
formed by Franck-Condon pumping. It must be re-
marked that the potential surface of the ionized state has
a high multidimensionality where intramolecular vibra-
tional energy redistribution may play an important role.
Carrying out this kind of dynamics study is one of the
most important challenges for the future.

In this overview on chemical reactivity some
achievements and challenges for the future have been
presented. Femtochemistry has been introduced as the
starting and ®nishing point of our journey because its
impact is going to ®x the future developments of
chemical reactivity. At present the goal of femtochem-
istry is not only to follow molecular dynamics in real
time but also to control the outcome of a chemical re-
action [1, 130]. The control of chemical reactions is the

main purpose of theoretical studies in chemical reactiv-
ity. Of course, the theoretical study of chemical reac-
tivity is not an easy ®eld at all, but it is a fascinating one.
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